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I. History of Credit Scoring

The word “credit” originates from Latin word “credo”, which means “believe.” A loan deal is made based on the trust between the lender and the borrower. But to reduce loss, lender on its part will assess the risk of borrower default for reference purpose prior to making the loan decision. Based on such notion, credit scoring as a risk assessment tool is developed. It is generally believed that Durand is the pioneer of credit scoring when he in 1941 applied discriminant analysis proposed by Fisher (1936) to classifying prospective borrowers. Another account goes that mail-order companies brought in the numerical scoring system in the 1930s to overcome the inconsistency among credit analysts in their interpretation of the company credit policy. After World War II broke out, many finance houses and mail-order companies lacked the experts to perform the work of credit analysis as many experienced people in the field joined the war. Those companies then asked experienced experts to put down their knowledge in credit assessment in the form of guidelines to help the relatively inexperienced make lending decision. The statisticians that designed the scorecard in the early days hoped to model after the practice of insurance companies who scored applicants based on age and gender to determine the premium. They reckoned that if banks could also have a scorecard for loan applicants as basis for making lending decision, it would help save the loan processing time and accomplish the objective of risk management.  
In the 1950s, attempts had been made to combine automated credit decision making with statistical techniques to develop models that would help the making of credit decisions. But due to the lack of powerful computing tools, those models were substantially limited in sample size and model design. In that period, mathematician Earl Isaac and engineer Bill Fair founded the first credit scoring consulting firm in San Francisco. In the 1960s, the emergence of credit card made banks and credit card issuers realize what an excellent tool credit scoring was. As they were faced with massive credit card applications each day, automated decision making process could help save considerable costs and manpower, while maintaining certain level of decision quality. With the rapid advancement of computer technology, credit scoring was further incorporated with decision support system that enabled the scoring system to extend its applications. For example, auto loan, credit card, mail-order, direct sale, home loan, insurance policy, and mobile phone accounts can be better managed through the credit scoring system. 
II. The Principle of Credit Scoring

The basic principle of credit scoring is to predict the future performance of credit customer based on past data using analytical technologies, assuming that some known characteristics of the credit customer are correlated with whether the customer will repay on time in the future. Once these correlations are identified and assuming that the future will resemble the past, present data may be used to predict the future. These assumptions are essentially the same made by credit analysts in the early days when they predicted the future payment behavior of credit customers based on their own experience in credit examination. The difference is nowadays data may be stored in database, and analysis is made more accurate with the aid of software and algorithm. It is worth noting that credit scoring models assume that the future will resemble the past. But this assumption does not necessarily hold true, and as time elapses, the predictive power of credit scoring model diminishes. Thus continuing monitoring after the creation of a scoring model is necessary to ensure its effectiveness. 
III. Credit Scoring Model Development Process
The development of credit scoring model requires personnel familiar with market analysis, risk management and statistical techniques, and an IT department to provide assistance in database and programming. There is no standard answer to the question whether a lender should develop the credit scoring model in house. In making such a decision, time, costs, personnel training, and maintenance are all points of consideration. Based on our prior experience in developing the scoring system for credit card applicants, we compile the following steps for the reference of financial institutions that intend to develop credit scoring models on their own. 
A. Objective and Good/Bad Definition

Prior to developing scoring model, a financial institution should first decide the research objective and events to be predicted, and clearly define those events so there will be no confusion in application and interpretation in the future. Thus the definitions of events should be determined through discussion, instead of being determined by analysts alone. For instance, the research objective is to predict customer default in the following year. But default has many different definitions, and the sources of data used to determine default might vary. As so many questions need to be clarified, the discussion may become protracted and inefficient. Thus prior to undergoing discussion, decide first its purpose and ask IT department to provide relevant data for analysts to conduct preliminary analysis. With some information at hand, the discussion will be more efficient. It should be noted that as definitions are more complex, the more difficult it is to obtain the relevant data. Thus definitions should be clear as well as simple, whenever possible. Also, when the purpose of model application differs, the definition might become different. For example, for a customer who is more than 45 days late in payment, this same customer might be defined as “good” when the purpose of model application is to boost profit or market share, and “bad” when the purpose is to curtail loss.

B. Database and Sample Selection

JCIC used to store archive database in magnetic tapes, which is inconvenient for researchers to access the stored data. So last year we began the construction of a data warehouse which preserves all time-series data to facilitate their use in future research undertaking, and at the same time, save online space for routine operations. Given the enormous amount of data in the warehouse that makes data extraction a time consuming process, we have built a data mart to save data retrieval time. When designing the fields in data mart, we also asked senior analysts to offer their experience on how to save the time of data cleansing and transformation.  
Sampling can help address the problem of huge database and render data analysis more efficient. But sampling should grasp the characteristics of target population to avoid bias. In addition, the notion that bigger sample size generates better result is not entirely correct. Usually there are more “good” customers than “bad” customers. Assuming all conditions are equal, the predictive power of a scoring model built on the data of 100,000 good customers and 500 bad customers will be lower than a model built on the data of 10,000 good customers and 3,000 bad customers. Divide the samples into development samples and holdout samples, and perform validation after the model is developed to preclude discrepancy in model prediction caused by biased sampling or oversight of certain important factors by the researchers.
III. Clean the Data

“Garbage in, garbage out” makes perfect sense. But data cleaning is not an easy task in practice. Usually prior to entering data into the warehouse, IT personnel follow the principle of whether the data to be input conform to the definition of the data field. But such practice does not warrant problem-free in data analysis. Take the example of age, the age data must conform to value type and we set the upper limit of age at 120, and lower limit 0. But after analysis, our analysts found that some primary cardholders were under age 18, and many values were 99. These age values are evidently questionable. If such data are few, they can be deleted or segregated without seriously undermining the result accuracy. Still the analyst should find out where do those data come from, for questionable data oftentimes have the same source. 
IV. Analyze the Data

The main purpose of data analysis is to explore the correlations, patterns, clusters and trends hidden in the data. Raw data that have been cleaned as described above oftentimes require transformation before analysis. For example, the database contains the date of credit card issuance and the date of card cancellation. But if model variables include the duration of cardholding, the stored data need to be transformed. In fact data transformation involves considerable techniques, and at times, complex mathematical calculation, e.g. Log, SIN, COSIN, etc. Since the main purpose of data transformation is to make sure the analytical results are meaningful, analysts need to have knowledge about the methods for data transformation and analysis, and similarly, bear in mind the original purpose of the research.
E. Model Building

Many methods for model building are available, which are generally categorized into statistical methods and non-statistical methods. Commonly applied statistical methods include discriminant analysis, regression, logistic regression, and classification trees, while non-statistical approaches include neural networks, genetic algorithms, and expert systems. Different methods have different assumptions and limitations. Careful considerations should be given before selection. In practice, using logistic regression to build scoring model can generate directly the scorecard, and the cost is lower and speed faster in model implementation. Thus it is the method favored by most modelers. 
In credit scoring, customers are typically classified as good or bad. Although regression model is simple and easy to understand on application level, it has been gradually replaced by logistic regression, mainly for the two reasons below: 

1.
The estimate of conditional probability obtained from regression model might be greater than 1 or smaller than 0, which violates the definition that probability must lie between 0 and 1.
2.
Regression model assumes linearity between independent variable X and dependent variable Y. Thus regardless of the value of X, its marginal effect on conditional probability is constant, which apparently contradicts common sense. For instance, assuming the home purchase decision (buy or not buy) is related to income, if the income level is too low, a 20-30% increase in income will not produce any effect on the decision, for the house is still not affordable. Another scenario is if the income has reached certain level that the probability of “buy” approaches 1, further increase in income will not produce any effect on the purchase decision.
In regression model, the closer the X to 0 or 1, the less likely for conditional probability to change markedly. But in logistic regression model, as X approaches -∞, conditional probability will approach 1 at a slower and slower rate. Fig. 1 depicts income versus credit standing of customer; the x-axis represents income level, and the y-axis represents the good/bad probability of customer with 1 being “good” and 0 being “bad.” If we fit the regression and logistic regression models at the same time, the logistic regression results in a S-shape graph as shown in Fig. 2, which more approximates the actual observed values.
Fig. 1 Comparison of Regression and Logistic Regression Models (1)
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Fig. 2  Comparison of Regression and Logistic Regression Models (2)
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In the final step of model building, the modeler must use holdout samples for validation to preclude the problem of sampling bias, and examine the over-fitting of model. If the model shows excellent predictive power with the development samples, but sees its prediction power drop significantly with another set of samples, such model is not robust enough to prevent inconsistency in prediction result in its actual applications.
F. Deploy the Model and System Test

The ultimate purpose of modeling is to help people in their decision making. After validation, the results produced by the model must be entered into the routinely used decision support system for future reference. IT department plays a crucial role in this stage, although the cooperation of personnel familiar with the business operation, risk management and statistical techniques is equally important. During system testing, the availability of well-written documents and well-training operators will help evaluate the consistency between system operation and originally set purpose, and lower the possibility of the resulting score being misinterpreted or misused. 
G. Monitoring and Tracking
The predictive power of a scoring model will change over time. Consistent monitoring and tracking helps make sure the predictive power of model stays within reasonable range. If the predictive power departs significantly from the time the model was first developed, either the scoring results need to be adjusted or a new scoring model be built. 
Scoring model can predict the likelihood of customer default in the future. Based on the assumption that high risk brings high return, risk management personnel and market analysts might draw different conclusion about the same customer. In such case, the decision made based on the modeling result should be documented and tracked, and decision might need to be adjusted to find a right balance between risk and profit.
IV. Conclusion
Credit scoring is the process of converting data into knowledge to help decision-making, which is similar to the data mining approach popular among businesses. Because both methods start with data and attempt to discover knowledge implied in the data as basis for decision-making. The two only differ in the fields of application, and hence acquire different names. 
Using credit scoring system helps lower personnel cost and renders the decision process more efficient and consistent. However its development cost is higher, which involves the purchase of hardware and software as well as the support of consulting services, and the modeling results are subject to misinterpretation or misuse. Some critics comment that the process of model building is akin to black-box operation that cannot be clearly explained. But as the saying goes: “The proof of the pudding is in the eating”, give it a try and you will find out if it works or not.
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